Regression as a Method to Predict Copy Numbers in Comparative Genomic Hybridization Studies on Bacteria
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Summary

Comparative genomic hybridizations (CGH) using microarrays are performed with bacteria in order to determine the level of genomic similarity between various strains. The microarrays applied in CGH experiments are constructed on the basis of the genome sequence of one strain, which is used as a control, or reference, in each experiment. A strain being compared with the known strain is called the unknown strain. The ratios of fluorescent intensities obtained from the spots on the microarrays can be used to determine which genes are divergent in the unknown strain, as well as to predict the copy number of actual genes in the unknown strain. In this paper, we focus on the prediction of gene copy number based on data from CGH experiments.

We assumed a linear connection between the log 2 of the copy number and the observed log 2-ratios, then predictors based on the factor analysis model and the linear random model were proposed in an attempt to identify the copy numbers. These predictors were compared to using the ratio of the intensities directly. Simulations indicated that the proposed predictors improved the prediction of the copy number in most situations. The predictors were applied on CGH data obtained from experiments with Enterococcus faecalis strains in order to determine copy number of relevant genes in five different strains.
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1 Introduction

Comparative genomic hybridization (CGH) studies are performed to examine genomic similarity between organisms (Behr et al., 1999; Björkholm et al., 2001). An introduction to CGH-technology can be found in e.g. Sassetti and Rubin (2002), and Mantripragada et al. (2004). In such comparative studies, the genome sequence of one of the strains is known, and a microarray has been constructed on this basis, where every gene has been (repeatedly) spotted. In the CGH experiment the gene content of an unknown strain is compared to the known strain by hybridization of fluorescently labelled genomic DNA from the known and the unknown strains to the microarray. Prior to labelling and hybridization, the genomic DNA from the two strains is usually fragmented, either physically or enzymatically. The fragmented DNA is labelled with dyes (e.g. Cy3 and Cy5), one colour for the known strain and one colour for the unknown strain. Upon scanning the dyes fluoresce, and the fluorescent intensities from each spot (representing a gene) are estimated. Scanning and image analysis are described by Nguyen et al. (2002).

From the obtained intensities we try to draw conclusions about which genes are divergent in the unknown strain. For genes that are present in the unknown strain, we try to draw conclusions about the copy number of the genes.
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Kim et al. (2002) introduced a method for dividing the genes into two groups, divergent and present. The method selects a log_2-ratio value, based on the variation in strain composition and the quality of hybridization, used as a cutoff between the two groups. In addition the method provides an estimate of the probability that a given gene is present.

Autio et al. (2003) used k-means clustering and dynamic programming to divide the genes into three groups, divergent, equally present, and amplified (genes with higher copy number in the unknown strain compared to the known strain).

A refinement of dividing the genes into three groups is to divide the genes into sets with equal copy number. Instead of finding the copy numbers, methods for identifying copy number changes have been worked out by aim of an unsupervised hidden markov models approach (Fridlyand et al., 2004), and standard t-statistic and a modification with variances smoothed along the genome (Wang and Guo, 2004).

The observed ratios for each gene are unknown functions of the copy number. There are, of course, many disturbances before the ratios are observed: In CGH experiments, fragments of labelled genomic DNA are hybridized to the microarray. In general, the strategy chosen for DNA fragmentation will not give fragments with exact match to the DNA fragments (here: PCR products) on the arrays. We may therefore be faced with an unspecific hybridization, which could be viewed as noise in the end.

Traditionally, genes in bacterial genomes have been regarded as non-redundant, i.e. the majority of bacterial genes were believed to be present in one copy per genome. Natural selection has been assumed to favour the elimination of gene redundancy in bacteria. Today, this view is being somewhat revised. The complete genome sequences of bacteria that are available today show that nearly all bacteria contain multiple copies of certain genes, so called “paralog” gene families (Pushker, Mira, and Rodriguez-Valera, 2004).

In this paper we will describe various predictors to predict the gene copy number, along with two different criteria to validate these predictors (Section 2). The predictors are well known in statistics, but, as far as we know, previously not used in prediction of copy numbers. In Section 3 the predictors are illustrated by an example. Section 4 contains the design and the results of a simulation study in order to compare the different predictors. Finally, in Section 5 we discuss the results obtained from both the study of real data and the simulation study, and raise some questions for further studies.

2 Methods

2.1 General model

Let \( y \) be the log_2-ratio of the intensity of a gene with copy number \( c \), with \( c = [0, 1, \ldots, K] \). Assume that \( w = [y, x] \) follows the Probability Density Function (PDF) \( f(w, \theta) \), where \( x = \log_2(c + \epsilon) \), and \( \epsilon \) is a small positive number introduced since the logarithm of zero does not exist. The Best Predictor (BP) for \( x \) (under expected quadratic loss) is

\[
\hat{x}_{BP} = E(x|y),
\]

where \( E(x - \hat{x})^2 = \text{Var}(x|y) \) (Bickel and Doksum, 1977). Since the PDF of \( w \) is unknown, \( \hat{x}_{BP} \) cannot be found, and we need to take some further assumptions into account. Let index \( j \) always refers to genes. We assume that for each of \( p \) genes there is a linear relationship between \( x \) and the log_2-ratio \( y \). Hence for gene \( j \) we have

\[
y_j = \beta_0 + \beta_1 (x_j - \bar{x}) + \epsilon_j,
\]

where \( \bar{x} \) is the average of \( x_j \) over all genes, and where common assumptions about \( \epsilon_j \) are made.

If calibration data with known copy numbers were available, and one assumes \( x \) in (1) to be random, the natural predictor of \( x \) is (Brown, 1993)

\[
\hat{x} = \bar{x} + \frac{\hat{\xi}_{xy}}{\hat{\xi}_{yy}} (y - \bar{y}),
\]

where \( \hat{\xi}_{xy} \) and \( \hat{\xi}_{yy} \) are estimated from the data.
where $\bar{x}$ and $\bar{y}$ are the sample means from the calibration data and $s_{xy} = \sum_{j=1}^{p}(x_j - \bar{x})(y_j - \bar{y})$, and $s_{yy} = \sum_{j=1}^{p}(y_j - \bar{y})^2$.

Let index $i$ always refers to spots. An extension of Model (1) arises if we have $n_j$ measures on gene $j$,

$$y_j = \beta_0 \mathbf{1} + \beta_1 (x_j - \bar{x}) \mathbf{1} + e_j,$$

where $y_j$ is a vector of the $n_j$ observations for gene $j$, and where common assumptions about the errors $e_j$ are made. If nothing else is mentioned, a balanced experiment is assumed ($n_j = n$ for all genes).

If we assume that $x_j$ is a random variable with variance $\varphi^2$, the unconditional variance of $y_j$ and the covariance between $y_j$ and $x_j$ are

$$\text{Var}(y_j) = \varphi^2 \beta_1^2 \mathbf{1}^\top \mathbf{1} + \sigma^2 \mathbf{I}, \quad \text{and} \quad \text{Cov}(y_j, x_j) = \varphi^2 \beta_1 \mathbf{1}.$$

Since a calibration set is not available, other techniques have to be taken into account in order to estimate the unknown parameters in (3). Three predictors, all based on a linear model, are proposed here. In addition, a predictor without any model assumptions is proposed. The predictors are summarized in Table 1.

### 2.2 The predictors

#### 2.2.1 Ratio

The simplest predictor, in this paper called Ratio (R), predicts the copy number by considering the average of the observed ratios for a gene, i.e. the predictor does not consider the log 2-ratio (Björkholm et al., 2001). If we let $z_{ij} = 2^{y_{ij}}$ be the observed ratio for gene $j$ on spot $i$, then the predicted copy number for gene $j$ is based on

$$z_j = \frac{1}{n} \sum_{i=1}^{n} z_{ij}.$$  

(4)

#### 2.2.2 The factor analysis model

Model (2) with $x$ regarded as random can be viewed as a factor analysis model with one common factor given by

$$y_j = \mu + \gamma f_j + e_j,$$

where $\mu = \mu \mathbf{1}$ ($n \times 1$) is a vector of constants, $\gamma = \gamma \mathbf{1}$ ($n \times 1$) is a vector of factor loadings, $f_j$ is the factor score, and $e_j$ ($n \times 1$) is a vector of specific factors (Lawley and Maxwell, 1973). Assume $f_j$ and $e_j$ to be independent, $f_j$ distributed with expectation 0 and variance 1, and $e_j$ independently distributed $e_j \sim N(0, \psi \mathbf{I})$. (In factor analysis it is common to assume that $f_j$ is normally distributed.) The unconditional variance of $y_j$ and the covariance between $y_j$ and $f_j$ are given by (3) with $x_j = f_j$, $\varphi^2 = 1$, $\beta_1 = \gamma$, and $\sigma^2 = \psi$. The factor analysis model in (5) corresponds to the model in (2) if $\mu = \mu \mathbf{1}$ and $\gamma = \gamma \mathbf{1}$. Known methods to predict $f_j$ can now be applied to predict $(x_j - \bar{x})$.

The Best Linear Predictor (BLP) for $f_j$ based on Model (5) becomes

$$\hat{f}_{1j} = \frac{1}{\psi + \gamma} \left( \bar{y}_j - |\mu| \right),$$

(6)

where $\bar{y}_j$ is the average of the log_2-ratios for gene $j$. (If $f_j$ is normally distributed this is an unbiased predictor). This predictor is also known as Thompson’s factor score (Mardia, Kent, and Bibby, 1979).
The unknown parameters \((\gamma, \psi, \text{and } \mu)\) are estimated by
\[
\hat{\gamma} = \frac{1}{q(q-1)} \sum_{l \neq l'} S_{yl} = s_{yl},
\]
\[
\hat{\psi} = \frac{1}{n-1} \sum_{l=1}^{n} s_{yl} - \frac{2}{n(n-1)} \sum_{l,l'} S_{yl} = \hat{s}_{yl} - \hat{s}_{yl}',
\]
\[
\hat{\mu} = \frac{1}{n} \sum_{l=1}^{n} \hat{y}_l = \hat{y},
\]
where \(s_{yl}\) is the element \(l, l'\) in the covariance matrix \(S_{yy} = \frac{1}{p} \sum_{j=1}^{p} (y_j - \hat{y}) (y_j - \hat{y})'\), \(y = \frac{1}{p} \sum_{j=1}^{p} y_j\), and \(y_j\) is the vector containing the \(n\) observations for gene \(j\). (If \(f\) is normally distributed, these estimators are maximum likelihood estimators, Mardia et al., 1979.) The estimators in (7) inserted in (6) lead to the predictor we call T1 in this paper.

For unbalanced experiments iterative procedures have to be used to achieve estimates of the parameters in Eq. (6). If Model (2) is treated as a random model, the unknown parameters can be directly estimated from the sum of squares within genes, the sum of squares between genes, and the total sum of squares.

### 2.2.3 The linear random model

For unbalanced experiments iterative procedures have to be used to achieve estimates of the parameters in Eq. (6). If Model (2) is treated as a random model, the unknown parameters can be directly estimated from the sum of squares within genes, the sum of squares between genes, and the total sum of squares.
If the genes are assumed to be randomly chosen from the population of genes, the effect of gene $j$, here denoted $a_j$, is assumed to be random. The effect of gene $j$ is a function of the corresponding copy number. The linear random model is given by

$$y_{ij} = \mu + a_j + e_{ij},$$

where $a_j$ and $e_{ij}$ are independent random variables. Assume $a_j$ is distributed with expectation 0 and variance $\sigma_a^2$, hence $\frac{a_j}{\sigma_a}$ is distributed with variance 1, and $e_{ij} \sim N(0, \sigma^2)$. (It is common in analysis of variance to assume that $a_j$ is normally distributed.)

A closer inspection of the models in (5) and (10) shows they are similar if $\psi = \sigma^2$, $\gamma^2 = \sigma_a^2$, and

$$f_j = \frac{\hat{a}_j}{\sigma_a}.$$

The estimators of $\sigma_a^2$ and $\sigma^2$ can be found in e.g. Montgomery (1997).

The Best Linear Predictor (BLP) of $a_j$ is

$$\hat{a}_j = \frac{\sigma_a^2}{n} + \sigma^2 \left( \frac{\sum_{j=1}^{p} \frac{n_j}{n} \frac{n_j}{n} \sum_{j=1}^{p} \frac{n_j}{n} \frac{n_j}{n} j y_j}{\sum_{j=1}^{p} \frac{n_j}{n} \frac{n_j}{n} \sum_{j=1}^{p} \frac{n_j}{n} \frac{n_j}{n} \sum_{j=1}^{p} \frac{n_j}{n} \frac{n_j}{n} j y_j} \right)$$

(Searle, 1987). By inserting the estimated values of $\sigma_a^2$ and $\sigma^2$ into (12) a prediction of $\hat{a}_j$ is achieved. If these predicted values, together with the square root of the estimate of $\sigma_a^2$ are substituted into (11), we receive $f_{L,j}$, a predictor we call L.

For equal sample sizes we get a predictor equal to Thompson’s factor score in (6), but due to different methods of estimation, the maximum likelihood procedure does not take into account the degrees of freedom lost for estimation of the fixed parameters, their predictions are only approximately equal.

<table>
<thead>
<tr>
<th>Name of predictor</th>
<th>Equation</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio</td>
<td>$\hat{z}<em>j = \frac{1}{n} \sum</em>{i=1}^{n} z_{ij}$</td>
<td>(4) No model</td>
</tr>
<tr>
<td>Thompson’s factor score T1</td>
<td>$\hat{f}<em>{1,j} = \frac{1}{n} \sum</em>{j=1}^{p} (\hat{y}_j - \mu)$</td>
<td>(6) $y_j = \mu + \gamma f_j + e_j$</td>
</tr>
<tr>
<td>Thompson’s factor score T2</td>
<td>$\hat{f}_{2,j} = \frac{1}{\tilde{y}<em>j \sigma^2 \psi} \left( \frac{1}{\tilde{y}<em>j \sigma^2 \psi} \sum</em>{j=1}^{p} \frac{n_j}{n} \frac{n_j}{n} \sum</em>{j=1}^{p} \frac{n_j}{n} \frac{n_j}{n} j y_j \right)$</td>
<td>(9) $\hat{y}_j = \mu + \gamma f_j + e_j$</td>
</tr>
<tr>
<td>Linear random model L</td>
<td>$\hat{f}_{L,j} = \frac{\hat{a}_j}{\sigma_a}$</td>
<td>(11) $y_{ij} = \mu + a_j + e_{ij}$</td>
</tr>
</tbody>
</table>

Table 1 Overview of the predictors with the acronyms used in the text. The numbers in the brackets refer to the number of the corresponding equation in the text. The unknown parameters in the equations are estimated (see the text). The predicted copy number for the regression predictors is given by $\hat{c}_j = \text{round} \left( \frac{1}{\tilde{y}_j} \sum_{j=1}^{p} \frac{n_j}{n} \frac{n_j}{n} \sum_{j=1}^{p} \frac{n_j}{n} \frac{n_j}{n} j \hat{y}_j \right)$, while the predicted copy number for Ratio is given by $\hat{c}_j = \text{round} \left( \frac{1}{\tilde{y}_j} \sum_{j=1}^{p} \frac{n_j}{n} \frac{n_j}{n} \sum_{j=1}^{p} \frac{n_j}{n} \frac{n_j}{n} j \hat{y}_j \right)$.
2.3 Prediction of copy numbers

If we assume that \( \tilde{f}_j = (x_j - \tilde{x}) = \tilde{x}_j - \tilde{x} \), the predicted values of \( f_j \) could have been used to predict \( x_j \), i.e. \( \tilde{x}_j = \tilde{f}_j + \tilde{x} \), but \( \tilde{x} \) is unknown, hence \( \tilde{x}_j \) cannot be found. To avoid this problem we assume that the average of the \( x \)'s and the average of the \( y \)'s (log2-ratios) are approximately equal, then \( \tilde{x}_j \approx \tilde{f}_j + \tilde{y} \). Our final interest is the predicted value of \( c_j \), where \( c_j = 2^{x_i} - e \) with \( e \) ignorable.

It is common to assume that a genome consists of regions of genes with equal copy number (Wang and Guo, 2004). To take advantage of this spatial information, the predicted copy numbers could be smoothed by moving average with \( 2t \) neighbours. The predicted copy number of gene \( j \) is then

\[
\tilde{c}_j = \frac{1}{2t+1} \sum_{r=-t}^{t} 2^{x_{j+r}}
\]

for the regression methods, and

\[
\tilde{c}_j = \frac{1}{2t+1} \sum_{r=-t}^{t} \tilde{x}_r
\]

for Ratio. In this paper we have used two neighbours (\( t = 1 \)). Since \( \tilde{c}_j \) is continuous, and the actual copy number is discrete, we convert the continuous numbers into discrete by rounding the predicted values to the nearest integer, or

\[
\hat{c}_j = \text{round} (\tilde{c}_j).
\]

2.4 Validation of predictors

If the true copy numbers were known, there are different criteria, depending on the aspect of interest, to use in the validation of the predictors. If the focus is on predicting the copy number as well as possible, the common criterion is the Root Mean Square Error of Prediction (RMSEP),

\[
\text{RMSEP} = \sqrt{\frac{1}{p \sum_{j=1}^{p} (c_j - \hat{c}_j)^2}},
\]

where \( p \) is the number of genes, \( c_j \) is the copy number of gene \( j \), and \( \hat{c}_j \) is the predicted copy number of the corresponding gene. The RMSEP is an estimator of the expected square error of prediction, \( \sqrt{E(c - \hat{c})^2} \), where large errors are heavier weighted than small errors.

When the main focus is on grouping the genes into three classes, absent (\( c = 0 \)), equally present (\( c = 1 \)), and present in multiple copies (\( c \geq 2 \)), a natural choice for validation is the Error of Classification (EC), where

\[
\text{EC} = \frac{1}{p} \left( \sum_{j=1}^{p} I(c_j = 0 \text{ and } \hat{c}_j = 0) + \sum_{j=1}^{p} I(c_j = 1 \text{ and } \hat{c}_j = 1) + \sum_{j=1}^{p} I(c_j \geq 2 \text{ and } \hat{c}_j < 2) \right),
\]

where \( I(\cdot) \) equals 1 if the expression is true and 0 otherwise. The EC measure is an estimator of the probability of predicting wrong group.

The practical difficulty is that the true copy number is seldom known, the exceptions are experiments where the genome sequences are available (known-known hybridization). Since we have no such data available, we simulate data for validation of the predictors. The predictors are also compared, but not validated, based on results from real data where the genome sequences are unknown.
3 Example

3.1 Data

As an example we applied the predictors on data where the known strain is the *Enterococcus faecalis* V583 bacterium (Paulsen et al., 2003). The genomic DNA of V583 was compared to five other *E. faecalis* strains, denoted NCDO 581, NCDO 642, EF BRIDGE, JH2SS and V24.

There were 3245 potential open reading frames (ORFs, genes) from V583 represented on the microarrays, as PCR products of approximately 500 bp. Each PCR product was spotted, independently, five times each. The experiments were performed in duplicate, as dye-swap experiments; hence we obtained up to ten observations per gene. In addition to the PCR products representing V583 ORFs, the arrays contained negative controls: three genes from *Arabidopsis thaliana*, empty spots (i.e. no liquid spotted) and spots containing buffer (3× SSC, 0.1% SDS, only; no DNA). As a positive control, restriction digested genomic DNA from V583 was used. Negative and positive controls were also spotted five times each.

Hybridized arrays were scanned at wavelengths 532 nm (cyanine-3) and 635 nm (cyanine-5) at 10 μm resolution to obtain two TIFF images, with a ScanArrayExpress Microarray Scanner (Packard Bioscience). fluorescent intensities and spot morphologies were analyzed using the QuantArray program ver. 3.0 (Packard BioScience), and spots were excluded based on slide or morphology abnormalities.

Due to the asymmetric distribution of log2-ratios, a standard intensity-dependent normalization (e.g. lowess-normalization) could not be used. All our data are from dye-swap experiments, and we have used a normalization procedure similar to the self-normalization described by Yang et al. (technical report available at http://www.stat.berkeley.edu/users/terry/zarray/Html/normspie.html), but extended with a smoothing of the genewise dye-effects over average log-intensity.

Some spots were declared missing, hence the number of observations was lower than ten for some genes. For Ratio and the predictor based on the factor analysis model (T1), these values were estimated using the average of the observed values for the gene. For the predictor based on the extended factor analysis model (T2), the values were estimated using the average of the observed values for the gene within each array. For bacterial data with replicates these estimators of missing values are to prefer compared to more advanced methods (Feten et al., 2005).

![Figure 1](https://www.biometrical-journal.com) Histogram of the observed ratios.
Restriction enzyme digestion of genomic DNA was performed using the restriction endonuclease \textit{RsaI}. The recognition sequence of \textit{RsaI} is GT\textsuperscript{ACC}/C\textsuperscript{AC}/TG. Digestion of a completely random DNA sequence with \textit{RsaI} would generate fragments of 4\textsuperscript{4} bp = 256 bp. The actual average fragment length obtained by \textit{RsaI} digestion of V583 genomic DNA was 402 bp (http://www.tigr.org/tigr-scripts/CMR2/restrict_display.pl). It was assumed that a similar average fragment size would be obtained by digestion of genomic DNA from other strains within the \textit{E. faecalis} species.

Figure 1 shows histograms of the observed ratios. Notice that strain EF BRIDGE and strain V24 have some relatively large observed ratios.

In Table 2 the total averages for each array, the variances between the genes for each array (Var (\bar{y}_k)) and the ratios between the corresponding largest and smallest variance are given. The strains with some large observed ratios (EF BRIDGE and V24) have large average for each array. The variances for the arrays are approximately equal for strain EF BRIDGE and V24, while for strain NCDO 581 the variance for one of the arrays is approximately twice as large as for the other array.

### Table 2

<table>
<thead>
<tr>
<th>Strain</th>
<th>(\bar{y}_1)</th>
<th>(\bar{y}_2)</th>
<th>(s_1^2)</th>
<th>(s_2^2)</th>
<th>(\max(s_k^2)/\min(s_k^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCDO 581</td>
<td>-0.62</td>
<td>-0.62</td>
<td>1.06</td>
<td>0.52</td>
<td>2.04</td>
</tr>
<tr>
<td>NCDO 642</td>
<td>-0.70</td>
<td>-0.71</td>
<td>1.60</td>
<td>1.14</td>
<td>1.40</td>
</tr>
<tr>
<td>EF BRIDGE</td>
<td>0.55</td>
<td>0.55</td>
<td>1.79</td>
<td>1.93</td>
<td>1.08</td>
</tr>
<tr>
<td>JH2SS</td>
<td>0.38</td>
<td>0.37</td>
<td>0.75</td>
<td>0.93</td>
<td>1.24</td>
</tr>
<tr>
<td>V24</td>
<td>0.51</td>
<td>0.50</td>
<td>1.47</td>
<td>1.38</td>
<td>1.07</td>
</tr>
</tbody>
</table>

3.2 Results

Table 3 shows the number of genes predicted as divergent for the different strains using the different predictors. For strains EF BRIDGE and V24 Ratio predicted more genes as divergent than L and T1, while for strains NCDO 581 and JH2SS the results were opposite. For strain NCDO 642 the number of genes predicted as divergent were approximately equal for these three predictors. Notice that T1 and L predicted approximately the same number of genes as divergent. For all the strains, and especially for NCDO 581, but except V24, there was a large difference between the number of genes predicted as divergent by T2 and T1. The strains NCDO 581 and V24 were the strains with the largest and smallest effect of array. The last column in the table shows the total number of genes predicted as divergent by all predictors.

Table 4 shows the number of genes predicted as equally present (\(\hat{c} = 1\)) for each strain. The difference between Ratio and the regression predictors was relatively large for all strains, especially for strain EF BRIDGE. For four of the strains, strain NCDO 581, EF BRIDGE, JH2SS, and V24, there

### Table 3

<table>
<thead>
<tr>
<th>Strain</th>
<th>R</th>
<th>L</th>
<th>T1</th>
<th>T2</th>
<th># consensus genes</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCDO 581</td>
<td>524</td>
<td>585</td>
<td>588</td>
<td>795</td>
<td>420</td>
</tr>
<tr>
<td>NCDO 642</td>
<td>709</td>
<td>700</td>
<td>700</td>
<td>773</td>
<td>621</td>
</tr>
<tr>
<td>EF BRIDGE</td>
<td>463</td>
<td>313</td>
<td>317</td>
<td>281</td>
<td>271</td>
</tr>
<tr>
<td>JH2SS</td>
<td>281</td>
<td>323</td>
<td>323</td>
<td>259</td>
<td>234</td>
</tr>
<tr>
<td>V24</td>
<td>395</td>
<td>350</td>
<td>351</td>
<td>362</td>
<td>338</td>
</tr>
</tbody>
</table>
was a small deviation between T1 and L. The difference between T1 and T2 was large for all strains except V24. The strain V24 had almost no effect of array. The last column is the total number of genes predicted as equally present by all predictors.

Table 5 shows for each strain the number of genes the different predictors predicted as present in higher copy number. The difference between Ratio and L/T1 was not that large here. In strains NCDO 642 all the predictors predicted very few genes as present in higher copy number. Especially for strains with some large ratios, the predictors predicted many genes as present in higher copy number. The last column is the total number of genes predicted as present in higher copy numbers by all predictors.

The difference in the results of L and T1 is ignorable. Notice that T1 and L gave equal numbers for strain NCDO 642, both in divergent, equally present, and present in higher copy number.

### 4 Simulation Studies

#### 4.1 Simulation design

We performed a simulation study to examine the prediction ability of the different predictors presented above. The data were simulated according to what we believe is close to real data.

Copy number zero to five were drawn from different probabilities denoted $p_c$, $c = 0, \ldots, 5$. Four different values of $p_0$, namely 0.05, 0.10, 0.15, and 0.20 were applied, and for each value of $p_0$ the five different distributions shown in Table 6 were applied. The distributions are ordered after increasing expectation of the copy number. The probability that a gene has copy number $c$ is given by $p_c = (1 - p_0) p_{c|c>0}$.

The log 2-ratios for gene $j$ ($j = 1, \ldots, 2200$) on spot $i$ ($i = 1, \ldots, 5$) and array $k$ ($k = 1, 2$), $Y_{ijk}$, were drawn from the normal distribution $Y_{ijk} \sim N(\log_2(\mu_j), \alpha_k\sigma^2)$.
where $a_1$ was equal to one, and the values of $a_2$ were 1 and 1/6, the values of $\sigma$ were 0.25, 0.50, 0.75, and 1.00, and where $\mu_{rj}$ was drawn from the gamma distribution

$$\mu_{rj} \sim \text{Ga}\left(\frac{c_j^2}{\tau^2}, \frac{1}{\tau^2 c_j}\right).$$

Hence $E(\mu_{rj}) = c_j$ and $\text{Var}(\mu_{rj}) = \tau^2$, where the values of $\tau$ are 0.25, 0.50, 0.75, and 1.00. For divergent genes $c_j = 0.5$ was used. A smaller value could have been set, as long as it is truly greater than zero. The variance of the replicates in one gene is reflected by the value of $a_k c_j^2$, where the effect of array is given by the value $a_k$. The variance between the genes with equal copy number is reflected by the value of $\tau^2$.

### Table 6

The conditional probability of copy number $c$ given that the gene is present, $P(C = c|C > 0)$, for distribution D1, ..., D5.

<table>
<thead>
<tr>
<th></th>
<th>$c = 1$</th>
<th>$c = 2$</th>
<th>$c = 3$</th>
<th>$c = 4$</th>
<th>$c = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>0.990</td>
<td>0.010</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>D2</td>
<td>0.830</td>
<td>0.100</td>
<td>0.030</td>
<td>0.025</td>
<td>0.015</td>
</tr>
<tr>
<td>D3</td>
<td>0.615</td>
<td>0.260</td>
<td>0.100</td>
<td>0.020</td>
<td>0.005</td>
</tr>
<tr>
<td>D4</td>
<td>0.370</td>
<td>0.345</td>
<td>0.185</td>
<td>0.070</td>
<td>0.030</td>
</tr>
<tr>
<td>D5</td>
<td>0.230</td>
<td>0.450</td>
<td>0.230</td>
<td>0.050</td>
<td>0.040</td>
</tr>
</tbody>
</table>

### Figure 2

Histogram of data, with and without grouping with respect to copy number, for two different data sets.
The choice of \( m_{cj} \) as a random parameter is due to the fact that there may exist some discrepancy between the observations and the underlying copy number. Imagine all replicates for one gene have ratios from 1.08 to 1.12, and another gene has replicates from 0.88 to 0.92. In both cases we will probably say that the underlying copy number is one, with a clear discrepancy between the copy number and the observations.

Figure 2 shows histograms of ratios, with and without grouping with respect to copy number, for two different data sets. Both data sets are simulated with \( p_0 = 0.05 \) and \( p_{d|d>0} = [0.230, 0.450, 0.230, 0.050, 0.040] \). Data in Figure 2a are generated from a distribution with \( a_k = 1; \sigma = 0.25 \), and \( \tau = 0.25 \), while data in Figure 2b are generated from a distribution with \( a_k = 1; \sigma = 1.00 \), and \( \tau = 1.00 \). Notice that in the latter situation it is hard to separate the different groups from each other, and prediction of copy numbers is more difficult.

Studying the histograms of the simulated data (Figure 2) together with the histograms of the observed data (Figure 1) we see that the data are well comparable.

### 4.2 Results

In Table 7 RMSEP and EC are presented for different combinations of the variances and no effect of array, while Table 8 presents the results when there was array effect. The results are averaged over all distributions (D1, \ldots, D5), and all values of \( p_0 \). Since \( L \) is approximately equal to \( T1 \) for balanced experiments, \( L \) was omitted from the simulation study. Differences between the predictors were tested using ANOVA with 5% level of significance (Indahl and Næs, 1998). When the variances were smallest, Ratio gave significantly better results validated by RMSEP, while the regression predictors were better if validated by the criterion EC. When the variances were largest, the regression predictors gave significantly better results validated by both RMSEP and EC. This was also the case when only \( \tau \), the standard deviation between genes with equal copy number, was small. In the latter situation the regression predictors did not produce as similar results as they did in the other situations. As expected, \( T1 \)

<table>
<thead>
<tr>
<th>( \sigma ) = 0.25 &amp; ( \tau ) = 0.25</th>
<th>( \sigma ) = 0.25 &amp; ( \tau ) = 1.00</th>
<th>( \sigma ) = 1.00 &amp; ( \tau ) = 0.25</th>
<th>( \sigma ) = 1.00 &amp; ( \tau ) = 1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSEP</td>
<td>EC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>T2</td>
<td>R</td>
<td>T1</td>
</tr>
<tr>
<td>0.48</td>
<td>0.49</td>
<td>0.35</td>
<td>0.13</td>
</tr>
<tr>
<td>1.08</td>
<td>1.08</td>
<td>1.08</td>
<td>0.55</td>
</tr>
<tr>
<td>0.59</td>
<td>0.71</td>
<td>0.87</td>
<td>0.18</td>
</tr>
<tr>
<td>1.08</td>
<td>1.08</td>
<td>1.54</td>
<td>0.55</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \sigma ) = 0.25 &amp; ( \tau ) = 0.25</th>
<th>( \sigma ) = 0.25 &amp; ( \tau ) = 1.00</th>
<th>( \sigma ) = 1.00 &amp; ( \tau ) = 0.25</th>
<th>( \sigma ) = 1.00 &amp; ( \tau ) = 1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSEP</td>
<td>EC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>T2</td>
<td>R</td>
<td>T1</td>
</tr>
<tr>
<td>0.48</td>
<td>0.47</td>
<td>0.33</td>
<td>0.13</td>
</tr>
<tr>
<td>1.07</td>
<td>1.07</td>
<td>1.06</td>
<td>0.55</td>
</tr>
<tr>
<td>0.55</td>
<td>0.49</td>
<td>0.63</td>
<td>0.15</td>
</tr>
<tr>
<td>1.07</td>
<td>1.08</td>
<td>1.30</td>
<td>0.55</td>
</tr>
</tbody>
</table>
Figure 3: RMSEP (a) and EC (b) for the different predictors for different values of $\sigma$. RMSEP (c) and EC (d) for the different predictors for different values of $\tau$. RMSEP (e) and EC (f) for the different predictors for different values of $p_0$. RMSEP (g) and EC (h) for the different predictors for different distributions. Data were simulated with no effect of array. Ratio (----), T1 (----), and T2 (----).
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Figure 4  RMSEP (a) and EC (b) for the different predictors for different values of $\sigma$. RMSEP (c) and EC (d) for the different predictors for different values of $\tau$. RMSEP (e) and EC (f) for the different predictors for different values of $p_0$. RMSEP (g) and EC (h) for the different predictors for different distributions. Data were simulated with effect of array. See Figure 3 for explanation of the symbols.
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seemed to be better than T2 when there was no effect of array, while T2 was better than T1 (significantly better when validated by RMSEP) when there was effect of array. In these situations the variance of the log₂-ratios was large for genes with equal copy number, but the conditional distribution was symmetrical. When only \( \sigma \), the standard deviation for each gene, was small, the regression predictors gave significantly better results validated by EC, but not by RMSEP. The regression predictors showed a great improvement compared to random classification, even when the data were noisy. (For random classification EC equals 0.67.) On the contrary, Ratio did not improve compared to random classification in situations where the variance was large (and skewed) between genes with equal copy number.

How RMSEP depended on \( \sigma \) and \( \tau \) is shown in Figures 3a and 3c without array effect and in Figures 4a and 4c with array effect. The results are averaged over all distributions (D1, ..., D5), and all values of \( p_0 \). Ratio was a significantly better predictor than the regression predictors for small values of \( \sigma \). When there was no effect of array and \( \sigma \) increased (\( \geq 0.50 \)), T2, and especially T1, gave significantly better results than Ratio. For larger values of \( \sigma \) (\( \geq 0.75 \)) and with array effect included, all the predictors were significantly different, with T2 as the superior. For small values of \( \tau \) all the predictors were significantly different, with both T1 and T2 better than Ratio. As expected, T1 was the superior when there was no array effect, while T2 was the superior when there was effect of array. The difference between the regression predictors increased for increasing values of \( \sigma \), while it decreased for increasing values of \( \tau \).

Figures 3b and 3d show how EC altered with different values of \( \sigma \) and \( \tau \) when there was no effect of array. Figures 4b and 4d show the corresponding figures with effect of array. The regression predictors were significantly better than Ratio for all values of both \( \sigma \) and \( \tau \).

The dependence of RMSEP and EC on \( p_0 \), without array effect, is shown in Figures 3e and 3f, and with effect of array in Figures 4e and 4f. The results are averaged over all distributions (D1, ..., D5), and all values of \( \sigma \) and \( \tau \). In the case of no array effect the predictors were ranked equally for all values of \( p_0 \), but with the regression predictors significantly better than Ratio. When the predictors were validated by RMSEP, T1 was significantly better than T2 for \( p_0 \) equal to 0.05 and 0.10. When there was an array effect, the predictors were equally ranked by RMSEP and EC, with equal ranking for all values of \( p_0 \). The regression predictors were significantly better than Ratio when evaluated by EC. Evaluated by RMSEP, T2 was significantly better than T1 for \( p_0 \) equal to 0.10 and 0.15, while for \( p_0 \) equal to 0.20, only T2 was significantly better than Ratio.

Figures 3g and 3h show RMSEP and EC for the different distributions introduced in Table 6 when there was no effect of array, while Figures 4g and 4h are with effect of array. The results are averaged over all values of \( p_0 \), \( \sigma \), and \( \tau \). For all distributions and no effect of array the regression predictors gave significantly better results than Ratio with respect to both RMSEP and EC. With array effect, the regression predictors gave significantly better results than Ratio with respect to both RMSEP and EC for all distributions except D4 and D5. For distribution D4, Ratio was significantly better than T2, while T2 was significantly better than T1. For distribution D5 Ratio and T2 were significantly better than T1. The regression predictors gave significantly better results than Ratio for the two latter distributions when validated by EC.

5 Discussion and Conclusion

5.1 Discussion

Predictors based on factor analysis models and linear random models can be used to test for genomic similarities between two strains in comparative genomic hybridization analyses. Making use of these models (among others), we have studied the ability of four predictors to predict the copy number of genes.

The predictors based on linear models achieved better prediction than Ratio in almost all situations. When there was differences between the arrays, either in the mean level of the ratios, or in the var-
iance between genes, the results differ between the predictor that takes this information into account and the other predictors.

The predictors, and especially Ratio, do not have the quality to adjust for systematic deviations from symmetrical distributed intensities. When the variance of the mean of genes with equal copy number increases, the distributions of the intensities get skewed, and the predictors fail to divide the genes into groups of correct copy number.

Since the ratios cannot be negative, all observed ratios for divergent genes have to be greater than or equal to zero, and the assumption about a linear relationship between the copy number and the observed ratio is not true for small copy numbers. Due to this, the intercept is overestimated and the slope is underestimated, and the regression predictors predict larger copy numbers too small. On the contrary, this involves that Ratio predicts the copy numbers too high.

As an attempt to improve the prediction ability by the linear models, we could divide the genes into two groups, divergent and present. Then the divergent genes are removed, and a linear model may be fitted to the group of present genes. Hopefully this will improve the estimation of the intercept and the slope. For higher copy numbers the linear models are probably an advantage, few genes with high copy number make other methods (e.g. methods based on mixture models) less suited.

Another attempt to improve the prediction ability is the use of mixture models, either on the original log₂-ratio or on the predicted copy numbers on the continuous scale. This might improve the transformation from continuous to discrete copy numbers, but the mixture models also handles the fact that the mode of the graphs not necessarily corresponds to an integer. Another feature of mixture models is the assignment of a posterior probability for each gene belonging to each class (copy number). However, the predicted values of the copy numbers on the continuous scale also contain information about the uncertainty of the predicted copy numbers. As an example a gene with value 2.1 is more likely to have copy number two than a gene with the value 2.4.

In this paper all the model fits are made on the log₂-ratios instead of the ratios, for the purpose of an approximation to the normal distributions. The models could be fitted using ratio to keep the integer of the copy number, but this will obscure the normality of the data. Methods for model adequacy checking and outlier detection known from analysis of variance and regression analysis could be used to identify replicates that should be considered omitted from the analysis (Montgomery, 1997).

We assumed all genes in the known strain to be in one copy, hence we assumed the true ratio (unknown/known) to be an integer. If this ratio is not an integer, the copy number of the known strain could be modelled as known, and the copy number of the unknown strain could be modelled directly.

Apart from studying both the root mean square error of prediction and the error of classification, we have not discussed the cost of predicting incorrectly. In some situations it may be more serious to predict e.g. a gene as present when it is truly divergent, or vice versa, and the methods should take this into consideration.

5.2 Conclusion

The simulation study showed that predictors based on factor analysis models and linear random models could be used to predict the copy number of a gene. These predictors achieved better results than using the ratio when the data were noisy. If there are effect of array in the data, either in the expected level of the ratios, or in the variance between genes, the predictor based on the factor model that models different expectation and different variance should be applied. If there are no effect of array the predictor based on the linear random model, or the predictor based on the factor analysis model with common mean and variance are to prefer, dependent on whether the experiment is balanced or not.
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